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ABSTRACT

Search agorithmsare often categorized by their node expansion strategy. Oneoptionis
the depth-first strategy, asimple backtracking strategy that traversesthe search spacein
the order inwhich successor nodesaregenerated. Analternativeisthebest-first strategy,
which was designed to make it possible to use domain-specific heuristic information.
By exploring promising parts of the search space first, best-first algorithms are usually
more efficient than depth-first algorithms.

In programs that play minimax games such as chess and checkers, the efficiency
of the search is of crucia importance. Given the success of best-first algorithms in
other domains, one would expect them to be used for minimax games too. However,
all high-performance game-playing programs are based on a depth-first algorithm.

Thisstudy takesacloser ook at adepth-first algorithm, Alpha-Beta, and a best-first
algorithm, SSS*. The prevailing opinion on these algorithms is that SSS* offers the
potential for a more efficient search, but that its complicated formulation and expo-
nential memory requirements render it impractical. The theoretical part of this work
showsthat thereisasurprisingly straightforward link between the two a gorithms—for
all practical purposes, SSS* is a specia case of Alpha-Beta. Subsequent empirical
evidence proves the prevailing opinion on SSS* to be wrong: it is not a complicated
algorithm, it does not need too much memory, and it is also not more efficient than
depth-first search.

Over the years, research on Alpha-Beta has yielded many enhancements, such as
transposition tables and minimal windows with re-searches, that are responsible for
the success of depth-first minimax search. The enhancements have madeit possibleto
use a depth-first procedure to expand nodes in a best-first sequence. Based on these
insights, a new algorithm is presented, MTD(f), which out-performs both SSS* and
NegaScout, the Alpha-Beta variant of choice by practitioners.

In addition to best-first search, other ways for improvement of minimax search
algorithms are investigated. The tree searched in Alpha-Beta's best case is usualy
considered to be equal to the minimal tree that has to be searched by any algorithmin
order to find and prove the minimax value. We show that in practice this assumption
is not valid. For non-uniform trees, the real minimal tree—or rather, graph—that
proves the minimax value is shown to be significantly smaller than Alpha-Beta's best
case. Thus, there is more room for improvement of full-width minimax search thanis
generally assumed.






Preface

| would like to thank my advisors Arie de Bruin, Wim Pijls, and Jonathan Schaeffer,
for being just as eager as| to understand minimax trees. We have spent countless hours
discussing trees and algorithms, trying to find the hidden essence. Their experience
with minimax search, as well as their different backgrounds, were of great value.
They know how much this research owes to their willingness to spend so much time
discussing ideas, combining theory and practice, trying to understand trees. It has been
agreat time, for which | thank you three.

Thiswork startedin May 1993 in Rotterdam, the Netherlands, with Arieand Wim, at
the department of Computer Science of the Erasmus University. | thank my colleagues
then at the department of Computer Science for creating an interesting environment to
work in. | thank Jan van den Berg for helping me experience how enjoyable research
can be, which made me decide to pursue a PhD. It has been good talking to Roel van
der Goot on subjects ranging from parsing to politics. Maarten van Steen answered
many questionson parallel computing. Harry Trienekensand Gerard Kindervater know
much about parallel branch and bound as well as operating systems. Reino de Boer
knows IATEX inside out.

From October 1994 to October 1995 | spent most of my time at the University of
Albertain Edmonton, Canada, with Jonathan Schaeffer. Working together with some-
one with so much experience and energy, and so many ideas, has been an extraordinary
experience. Jonathan, | thank you for giving me the opportunity to do research with you
and to learn from you; but most of all, | thank you for good times. In Edmonton many
people did their best to make my stay as pleasant as possible. Jonathan and Stephanie
Schaeffer made surethat | felt at home, hel ping me wherever and whenever they could.
| thank the people of the department of Computing Science of the University of Alberta
for creating a good working environment. | have had many discussions on minimax
search with Mark Brockington, author of Keyano, one of the top Othello programs.
Y ngvi Bjornsson and Andreas Junghanns, who started building a new chess program,
were always keen to discuss new ideas too. Rob Lake answered my troff questions. |
thank all of the members of the Games research group for making both the scheduled
and the informal meetings interesting and enjoyable.

A number of people took the time to comment on or discuss various parts of this
research. | thank Victor Allis, Don Beal, Hans Berliner, Murray Campbell, Rainer
Feldmann, Jaap van den Herik, Hermann Kaindl, Laveen Kanal, Rich Korf, Patrick



van der Laag, Tony Mardand, Chris McConnell, Alexander Reinefeld, and especialy
George Stockman, the inventor of SSS*, for their helpful comments.

| thank Victor Allis for teaching a class at the Free University in Amsterdam, in
September 1993, in which he explained the concept of the minimal treein away that (to
me) was strangely reminiscent to solution trees, planting aseed of the SSS*—Alpha-Beta
relation.

In addition, research meetings with Victor Allis, Henri Bal, Dennis Breuker, Arie
de Bruin, Dick Grune, Jaap van den Herik, Gerard Kindervater, Wim PFijls, John
Romein, Harry Trienekens, and Jos Uiterwijk on search, combinatoria optimization
and parallelism provided a valuable broader perspective for this work.

| thank Mark Brockington, Arie de Bruin, Jaap van den Herik, Andreas Junghanns,
Wim Fijls, Jonathan Schaeffer, and Manuela Schone for their careful and detailed
reading of drafts of this thesis. Their many comments and suggestions have greatly
enhanced itsquality. Furthermore, Peter van Beek and Rommert Dekker made valuable
suggestions for improvement of parts of this work. Thanks to Gerard van Ewijk for
reporting an especially nasty bug.

Through all of this, SaskiaK aakshasbeen agreat friend. | thank youfor everything,
with love.

Rotterdam,
March 31, 1996.



Contents

1 Introduction

11
12

13

14

Games . . ..
Minimax Search . . . . .. .. . .. . . .. ...
121 ATaeof TwoQuestions . . ... ................
Contributions . . . . . . . . . .. ..
131 Best-Firstand Depth-First . . .. .. ... ... ... .....
1.32 TheMinimal Tree. .. ... ... ... ... .. .. ... ...
1.3.3 Listof Contributions . . ... ... ...............
OVEIVIEW . . . . . e e

2 Background—Minimax Search

2.1

2.2

2.3

24

Minimax Treesand AlphaBeta . . . . . . ... ... .. ... ... ...
211 MinimaxGames. . . . . . . ..
212 TheMinimal Tree . . . . .. .. ... ... ... .. .. .. ..
213 AlphaBeta ... ... ... .. ... ... ... .. ...
2.1.4 Plotting Algorithm Performance . . . . . ... ... ... ...
Alpha-BetaEnhancements. . . . . . ... ... ... . ... ......
221 Smaller SearchWindows . . . . ... ... ..........
222 MoveOrdering . . .. ... ...
223 SdectiveSearch . . .. ...
Alternative Algorithms . . . . . . ... ... ... L
231 Best-First Fixed-Depth: SSS* . . . . ... ... ... ..
2.3.2 TheConventional ViewonSSS* . . . .. ... ... ......
233 VaiableDepth. . . ... ... ... ... ... ...
SUMMANY . . . o

3 TheMT Framework

31
3.2

33

MT-SSS* . . . .
Memory-enhanced Test: A Framework . . . . . .. ... ... ... ..
321 ReaedWork . .. ... ... . ...
Null-Window Alpha-Beta Search Algorithms . . . . . . .. ... ...
331 Bisection. . . . ...
3.3.2 SearchingfortheBestMove . . ... ..............



4 Experiments 51

41 AllAboutStorage . . . . . . . . .. 51
41.1 ExperimentDesign . . ... ... ... ... . ... ... ... 53

412 Results. . . . . . .. 57

413 MT-SSS* isaPractica Algorithm . . . . . . .. ... ... .. 60

4.2 Peformance . ... .. ... ... 61
421 ExperimentDesign . . ..... ... .. ... ... ... ... 61

422 ResUlts . . . . . ... 62

423 ExecutionTime . . ... ... ... .. ... ... 68

4.3 Null-Windowsand Performance . . . .. ... ... ... ....... 70
431 StartVaueand SearchEffort . . . .. ... ... ... ..... 71

432 StartVaueandBest-First. . . ... ... .. ... ....... 75

44 SSS*andSimulations . . . ... ... 80

5 TheMinimal Tree? 85
5.1 Factorsinfluencing Search Efficiency . . . . ... .. ... ... .... 86
52 ThelLeft-FirssMinimal Graph. . . . .. ... ... . ... . ...... 89
5.3 Approximatingthe Real Minimal Graph . . . . . .. ... ....... 93
54 Summary and Conclusions . . .. ... ................. 99

6 Concluding Remarks 103
6.1 Conclusions . . ... .. ... ... ... 103
6.2 FutureWork . . .. ... .. ... 107

A Examples 111
A.l AlphaBetaExample. . . .. . ... ... .. . ... ... . ... ... 111
A2 SSS*Example . . . . ... 115
A3 MT-SSS*Example. . . . . .. ... .. .. .. 121

B Equivalence of SSS* and M T-SSS* 127
B.1 MTandList-0ps . . . ... ... ... . .. . 127
B.2 MTandtheSixOperators . . . . . ... ... ... .. ... ...... 129

C Test Data 133
Cl TestResults. . . . ... .. .. . 133
C2 TestPogitions. . . . . ... . . .. . 137
References 143
Index 155

Abstract in Dutch 159



2.1
2.2
2.3
24
2.5
2.6
2.7
2.8
2.9
2.10
211
212
2.13
214
2.15
2.16
2.17
2.18
2.19

31
3.2
3.3
34
35
3.6
3.7
3.8

4.1
4.2
4.3
4.4
4.5

List of Figures

Possible Lines of Play for Tic-tac-toe Position . . . . .. ... ... ..
Minimax Tree of the Possible Linesof Play . . . . .. ... ... ...
TheMinimax Function . . ... ... ... .. ... .. ... ...,
ExampleTreeforBounds . . . . .. ... .. ... ... ........
A Treefor aLower Bound, aMin SolutionTree . . . . .. ... .. ..
A Treefor an Upper Bound, aMax SolutionTree . . . . .. ... ...
TheAlpha-BetaFunction . . . . . ... ... ..............
NodegisCutOff . .. .. ... ... ... . ... ... ... .....
Two PerformanceDimensions. . . . . ... .. ... .. ........
Alpha-Beta's Performance Picture . . . . . ... ... ... ......
Aspiration Window Searching . . . . . . ... ... .. ... .. ....
Minimal Tree (withnodetypes) . . . . .. .. ... ... ... .....
NegaScout . . .. ... ... ... ... ...
NegaScout's PerformancePicture . . . . . . ... .. ... ... ....
The Alpha-Beta Function for Use with Transposition Tables . . . . . .
Performance Picturewith Better Ordering . . . . . . . ... ... ...
Stockman’'sSSS* [99,140] . . . . . . ...
Whichis“Best:” Xory? . . . . ... ... ...
Performance Picture of Best-First Search Without Enhancements . . .

SSS* as a Sequence of Memory-Enhanced Alpha-Beta Searches . . . .
MT: Null-window Alpha-Beta With Storage for Search Results . . . .
DUAL* as a Sequence of Memory-Enhanced Alpha-Beta Searches . .
MT-based Algorithms . . . . . . .. .. ... ... .
A Framework for MT Drivers . . . . . . . ... ... . ... ... ...
MTD(f) . - - o o
BestMove . . ... ...
AlphaBounding Expands7 . . .. ... ... ... ... ... ...

Memory Sensitivity ID MT-SSS* Checkers . . . . ... ... ... ..
Memory Sensitivity ID MT-SSS* Othello . . . . . ... ... ... ..
Memory Sensitivity IDMT-SSS* Chess . . . ... ... ... ... ..
Memory Sensitivity ID MT-DUAL* Checkers . . . . .. ... ... ..
Memory Sensitivity ID MT-DUAL* Othello . . . . . . ... ... ...



4.6

4.7

4.8

4.9

4.10
411
4.12
4.13
4.14
4.15
4.16
4.17
4.18
4.19
4.20
4.21
4.22
4.23
4.24
4.25
4.26
4.27
4.28
4.29

5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8
5.9
5.10
5.11

Al
A2
A3
A4
A5
A.6
A7

Memory Sensitivity ID MT-DUAL* Chess. . . ... .. ... ... .. 57

Leaf NodeCount Checkers . . . . .. ....... ... ... ...... 63
Leaf NodeCountOthello . . . . ... ... ... ........... 63
Leaf NodeCountChess . . . . ... ... ... ... .. ........ 64
Total NodeCount Checkers . . . . .. ... .. ... ... ....... 64
Total NodeCount Othello . . . . . ... ... ... .. ........ 65
Total NodeCountChess . . . . . .. ... .. ... ... ........ 65
Iterative DeepeningAlphaBeta . . . . . ... .. ... ... ...... 67
Iterative Deepening SSS* . . . . . . . ... 67
ExecutionTimeCheckers . . . . . ... ... ... ... ........ 69
Execution TimeOthello . . . . . .. ... ... .. ... .. ...... 69
ExecutionTimeChess . . . . . . .. ... .. ... ... ... .. .. 70
Tree Size Relativeto the First Guess f inCheckers . . . . . . ... .. 72
Tree Size Relativetothe First Guess f inOthello . . . . ... ... .. 72
Tree Size Relativeto theFirst GuessfinChess . . . . ... ... ... 73
Effect of First Guessin Simulated Trees . . . . . . ... ... ... .. 73
Two Counter Intuitive Sequencesof MTCalls . . . . . ... ... ... 74
Four Algorithms, Two Factors. . . . . . . ... ... ... ... .... 75
Aspiration NegaScout in Small Memory inOthello . . . . . .. .. .. 76
MTD(f) in Small Memory inOthello . . . . . ... ........... 76
Aspiration NegaScout in Small Memory in Checkers . . . . . ... .. 77
MTD(f) in Small Memory inCheckers . . . . . .. ... ... ..... 77
MTD(f) in Small Memory (Chinook) Il . . . . ... ... ....... 78
Performance Picture of Practical Algorithms . . . . . ... .. ... .. 80
Level of MoveOrderingby Depth . . . . . . ... ... ... ..... 87
Comparing the Minimal Treeand Minimal Graph . . . . ... ... .. 88
Efficiency of Programs Relativeto the Minimal Graph . . . . . . . .. 91
ETCpseudocode . .. ... ... ... ... . . . . ... .. ... 9
Enhanced TranspositionCutoff . . . . . ... ... ... ........ 95
Effectivenessof ETCinChess . . . ... .. ... ... ........ 95
Effectivenessof ETCinCheckers. . . . . .. ... ... ... ..... 96
LFMG IsNot Minima inCheckers . . . . . ... ............ 97
LFMGIsNot Minima inOthello . . . . . ... .. ... .. ...... 98
LFMGIsNotMinima inChess. . . . ... ............... 98
A Roadmap towardsthe Real Minimal Graph . . . . . . ... ... .. 100
TheAlpha-BetaFunction . . . . ... ... ............... 112
Example TreeforAlphaBeta . . . . . ... ... ............ 112
AlphaBetaExample . . . . . . ... ... .. 113
Minima Alpha-BetaTree . . . . . . .. ... ... ... ... ..... 114
ExampleTreefor SSS* . . . . .. .. .. ... .. . ... ... 115
SSS* Passl . . . . .. 116

SSS* TablePassl . . . . .. .. .. . 117



A8 SSS*Pass2 . .. ... 118

A9 SSS* TablePass2 . ... ... ... ... ... ... ... ...... 118
A10SSS  Pass3 . .. . .. .. 119
A11 SSS* TablePass3 . . . . . . . . . . . . . 119
A2 SSS* Pass4 . . . . . 120
A.13SSS* TablePass4 . . . ... ... .. ... ... ... ... 120
A14AMT-SSS* Pass1 . . .. ... ... .. ... . . 122
A15 MT-SSS* TablePass1 . . . . .. .. ... . .. . .. . . ... ... .. 122
A6 MT-SSS* Pass2 . . . . .. ... .. ... 123
A.17 MT-SSS* TablePass2 . . . . .. ... ... ... ... ... ...... 123
ALB MT-SSS* Pass3 . . . . . . . oo e 125
A19 MT-SSS* TablePass3 . . . . . . . . . . .. . . . . . ... 125
A20MT-SSS* Pass4 . . . . ... ... ... . 125
A.21 MT-SSS* TablePass4 . . . . .. ... .. ... ... ... ....... 126
B.1 MTwithSSS*'sList-Ops . . . .. ... ... ... ... ... ..... 128

B.2 SSS* asaSequenceof MT Searches . . . . . . ... .. ... ..... 129






