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Abstract

This article follows up on the work by Hyatt and Newborn who let
Hyatt’s chess program CRAFTY “go deep” in 1997. We repeated Hy-
att and Newborn’s experiment with our own chess program DARK-
THOUGHT! and obtained similar experimental results as originally re-
ported by Hyatt and Newborn with CRAFTY. Both experiments pro-
vide strong empirical evidence for the surprising observation that even
at high search depths of 11-14 plies modern chess programs steadily
discover new best moves in still 16% of all searches on average.
Moreover, the experiments do not reveal any conclusive trend to-
wards fewer new best moves at search depths beyond 14 plies. Hence,
the available experimental results do not really fuel the intuitive no-
tion that such “changes of mind” taper off continuously with increasing
search depths. If at all, only the behaviour of DARKTHOUGHT with a
drop to 13.7% new best moves on average in iteration #14 hinted at
decreasing “changes of mind” for search depths of > 15 plies.
Additionally gathered data about the 14-ply searches of CRAFTY
and DARKTHOUGHT allowed us to study the behaviour of both pro-
grams in greater detail. This led to the astonishing finding that, regard-
less of the actual search depth, sizable 30%-50% of all new best moves
on average represented “fresh ideas” which the programs never deemed
best before. The finding adds support to Newborn’s hypothesis about
the playing strength of chess programs as initially formulated in 1985.
Furthermore, the new data educated us about continuing odd/even
instabilities of modern chess programs. These instabilities decreased
notably only at high search depths of 9-14 plies in positions with re-
duced material as mostly occur in endgames and late middle-games.
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1 Introduction

Deep searches with far look-ahead continue to fascinate the whole computer-
chess community because they promise to achieve ever stronger play for all
decent programs. Thompson pioneered the scientific investigation of the gen-
eral relation between search depth and playing strength in chess programs
by his famous self-play experiments with the then reigning World Computer
Chess Champion BELLE in the early 1980s [7, 8, 35]. His experiments led
to the surprising result that the playing strength of BELLE increased almost
linearly with search depth by roughly 200 rating points per ply for full-width
searches of fixed depths ranging from 3-9 plies. Several other researchers
later confirmed Thompson’s findings by self-play experiments with their own
chess programs HITECH, PHOENIX, THE TURK, and ZUGZWANG [5, 18, 22].
In Figure 1 of their article [18] Junghanns et al. showed that in all these
cases the winning percentages of the program versions searching one ply
deeper than their direct siblings remained range-bound between 70%—-80%
with no clearly visible, let alone statistically significant, average downward
trends at the end of the 9-ply data curves. We thoroughly discuss the above
mentioned self-play research and further related works in Section 2.

In 1985 Newborn [24] introduced a technique different from self-play in
order to study the general relation of search depth and playing strength in
chess programs. The rationale of Newborn’s novel approach sprang from the
assumption that new best moves as discovered by chess programs at higher
search depths ought to represent better choices than the best moves preferred
at shallower depths. To this end, Newborn tracked the according behaviour
of BELLE for searches to fixed depths of 11 plies on a set of 447 test positions
from real games. The close correlation of his data with Thompson’s earlier
self-play results made Newborn propose an interesting hypothesis concerning
the playing strength of chess programs that we elaborate on in Section 3.

Unfortunately, Newborn’s new experimental methodology of observing
the behaviour of deep searches did not gain much popularity. Nobody fol-
lowed his initial example until Junghanns et al. let PHOENIX and THE TURK
search roughly 1,000 positions from self-play games to fixed depths of 9 plies
while recording all the new best moves beside other information [18]. In 1997
Hyatt and Newborn himself then conducted another behavioural experiment
with Hyatt’s chess program CRAFTY searching 347 new test positions to a
fixed depth of 14 plies each [17]. This experiment revealed the astonishing
fact that the rate of new best moves as chosen by CRAFTY at high search
depths of 9-14 plies remained quite steady around 15%-17% on average and
hardly decreased anymore. In order to check whether this exceptional be-



haviour may actually hold for modern chess programs in general or if it was
only an artifact of the specific CRAFTY implementation as used by Hyatt
and Newborn in 1997, we repeated their experiment with our own chess
program DARKTHOUGHT [16].

DARKTHOUGHT is a fast yet sophisticated alpha-beta searcher using
PVS/NEGAScoUT [6, 27] with state-of-the-art enhancements like extended
and normal futility pruning [15, 29, 36|, internal iterative deepening [2, 31],
dynamic move ordering (history+killer heuristic) [1, 11, 28, 30, 32], recursive
null-move pruning [4, 9, 12], selective extensions [2, 3], interior-node recog-
nizers [14], and an extended transposition table [23, 32]. DARKTHOUGHT
routinely reaches 200K nodes per second (nps) and search depths of 11-13
plies in normal middle-game positions at tournament time-controls on a
500MHz DEC Alpha-21164a PC164 workstation. The search speed often
doubles in endgame positions and peaks at 750K nps on the aforementioned
hardware. Although CRAFTY and DARKTHOUGHT share many basic design
principles, they also feature substantial differences regarding such funda-
mental issues as node expansion, position evaluation, and search strategy. In
particular, DARKTHOUGHT seems to be much more selective than CRAFTY
in the full-width part of its search (e.g. extended futility pruning). Besides,
it relies on lazy alpha-bounding for the top-level search at the root node [16]
and thus delays the full resolution of new best moves as long as possible (pre-
ferrably to the next iteration). Last but not least, DARKTHOUGHT does not
employ fractional extensions which are among the specialities of CRAFTY.
Overall we deem it fair to say that both programs sufficiently resemble each
other and at the same time differ enough from one another in order to make
comparative evaluations of their search depths meaningful.

Hyatt and Newborn relied on more than 20 volunteers to execute the 14-
ply searches for the 347 test positions on heterogeneous PC-class machines
at speeds of 25K-100K nps. Despite this highly distributed setting, their
whole experiment still took about three weeks to complete. We succeeded
in repeating the whole experiment in only four and a half days with DARK-
THOUGHT running at an average speed of 250K nps each on 8x 500MHz
DEC Alpha-21164a PC164 workstations. During the searches we let DARK-
THOUGHT record more information about the new best moves at every iter-
ation than what Hyatt and Newborn originally studied for their experiment
in 1997. With the help of an automated Perl script we also derived the
equivalent additional data for CRAFTY from Hyatt and Newborn’s publicly
available result file. We present a detailed discussion of our new experimen-
tal results for DARKTHOUGHT and CRAFTY in Section 5.



2 Relating Computing Power and Search Depth
to the Strength of Chess Programs

To the best of our knowledge, Gillogly and Newborn in 1978 independently
reported the earliest attempts at modeling the relationship between the play-
ing strength of chess programs on one hand and the available computing
power or search depth on the other. Gillogly introduced his so-called “tech-
nology curve” [10] that plotted the playing strength against what he called
“machine power” on a logarithmic scale. Newborn related the numbers of
nodes as searched by different chess programs in three minutes (average time
per move in tournament games) to the playing strengths of the very same
programs as derived from their actual performances in tournaments [25, 26].
Later on, Levy [21] and Levy and Newborn [20] refined Newborn’s initial
scheme by contrasting the highest rated tournament performances of the
best chess programs with the years of their achievement. All these com-
parisons inevitably led to speculative extrapolations of the graphs which
Levy characterized exactly to the point as the “meta-science of prediction
in computer chess” in his latest article [19] about the subject in 1997.

Self-play matches as pioneered by Thompson with his chess machine
BELLE in 1982 [35] represent a more rigorous method of investigating the
relationship between available computing power or search depth and the
playing strength of chess programs. A great advantage of such matches is
that the encountered winning percentages quantify the differences in playing
strength of the various participating versions of the same program. Despite
lingering doubts and questions regarding the magnitude of self-play rating
differences [5], many researchers felt and still feel that self-play is the best
of the available approaches in order to assess the expected “diminishing
returns” of additional search in chess. In the context of self-play matches
the presence of diminishing returns should lead to notably reduced winning
percentages of the deeper or longer searching program versions with the
progression towards higher search depths and search times.

Up to now nobody proved the existence of diminishing returns for self-
play in computer chess by means of statistically significant experiments. For
matches of only 20 games, even high winning percentages of 70%—75% barely
suffice to decide with good confidence that the victor is indeed stronger than
his opponent in general. Consequently, such small sample sizes do not allow
for any confident quantification of the absolute rating differences between the
opponents. In order to confidently assess rating differences of 70 points we
need about 500 games per match and for differences of 40-50 rating points



the number of necessary games per match increases to 1000. Hence, we
completely agree with Mysliwietz [22] who already criticized the statistical
uncertainty of many famous self-play experiments in computer chess back in
1994. Based on these explanations it is now easy to understand why we label
many experimental results as “not statistically significant” while describing
all prominent self-play experiments in computer chess below.

1982: Thompson [35]. Thompson’s pioneering experiment featured 100
self-play games with matches of 20 games each between versions of
BELLE differing by exactly one ply in lookahead for fixed search depths
of 3-8 plies. The gain in playing strength averaged at 246 rating points
per ply of search. The experiment showed no diminishing returns at
any search depth but its results are not statistically significant.

1983: Condon and Thompson [7]. In the second experiment, Condon
and Thompson let BELLE self-play 300 games in round-robin style with
matches of 20 games each between all program versions for fixed search
depths of 4-9 plies. The gain in playing strength averaged at 217 rating
points per ply of search. Now the observed ratings hinted at limited
diminishing returns from a fixed search depth of 6 plies onwards. Yet
the results of the experiment are not statistically significant.

1988: Szabo and Szabo [33]. The two Szabos determined the technology
curve of their chess program TECHMATE that self-played 6882 games
on two Atari ST computers linked together via their MIDI ports. The
number of games per match between longer and shorter searching ver-
sions of the program varied strongly from a minimum of 32 to a max-
imum of 1367. The gain in playing strength averaged at 156 rating
points per doubling of available search time (computing power). The
experimental data indicated slight diminishing returns at longer search
times. Several results from the experiment are statistically significant.
Unfortunately, however, this does not hold for the results of the most
interesting program versions with really long search times. They sim-
ply did not play enough games to draw reliable conclusions.

1990: Berliner et al. [5]. The HITECH team made their chess machine
self-play 1056 games in a round-robin setting with matches of 16 games
each between all program versions of HITECH and LOTECH (a variant
of HITECH scaled down knowledge-wise) for fixed search depths of 4-9
plies. The gain in playing strength averaged at 195 rating points per



ply of search for HITECH and at 232 rating points per ply for Lo-
TECH. The overall ratings showed signs of limited diminishing returns
starting at a fixed search depth of 6 plies. But there was no clear trend
of diminishing returns at higher search depths and the experimental
results are not statistically significant.

1994: Mysliwietz [22]. In his own experiment, Mysliwietz let the paral-
lel chess program ZUGZWANG self-play 450 games with 50 games per
match between program versions that differed roughly by a factor of
2 in search speed due to varying numbers of allotted processors. The
gain in playing strength averaged at 109 rating points per doubling of
search speed for 9 successive doubling steps. The observed ratings do
not exhibit any diminishing returns at all. Most of the match results
from this experiment are statistically significant in the sense that they
allow for the discrimination of stronger and weaker opponents with
95% confidence. The true general rating gain for the version of ZUG-
ZWANG used in the experiment lay in the estimated range of 76-143
points per ply of search with 95% confidence. Thence, Mysliwietz’s ex-
periment does neither support nor falsify the hypothesis of diminishing
returns for self-play of ZuGZwWANG with good confidence.

1997: Junghanns et al. [18]. The self-play experiment with Junghanns’
chess program THE TURK featured 480 games with matches of 80
games each between program versions differing by exactly one ply in
lookahead for fixed search depths of 3-9 plies. The gain in playing
strength averaged around 200 rating points per ply of search.? The
winning percentages of the deeper searching versions of THE TURK ac-
tually increased steadily from fixed search depths of 6 plies onwards,
thus even hinting at additional gains in returns for higher search depths
rather than diminishing ones. The match results from this experiment
are statistically significant in the sense that they allow for the discrim-
ination of stronger and weaker opponents with 95% confidence. As in
the case of Mysliwietz’s experiment, however, the resulting data of the
THE TURK neither supports nor falsifies the hypothesis of diminishing
returns for self-play of this program with good confidence.

In their article Junghanns et al. [18] then continued to look for diminish-
ing returns by means of other metrics than self-play. They finally claimed

2We estimated this number because the original text only gives the winning percentages
but not the absolute rating differences.



to have found empirical evidence in this respect. According to their ex-
planations the low search quality of chess programs (i.e. their high error
probability) and the abnormally large lengths of self-play games inadver-
tently hide the doubtlessly existent diminishing returns in computer chess.
Although we greatly appreciate Junghanns et al.’s new trial aimed at the
better understanding of diminishing returns in computer chess, we are not
convinced that their claims hold when subjected to rigorous methodolog-
ical and statistical testing. In our opinion the quest for indisputable and
statistically significant demonstrations of diminishing returns for additional
search in computer chess still remains to be concluded.

3 Newborn’s Hypothesis Concerning the Playing
Strength of Chess Programs

In 1985 Newborn discovered that the self-play results of BELLE correlated
closely with the rates of new best moves as chosen by it during searches
to fixed depths of 11 plies on a set of 447 test positions from real games.
Moreover, the behaviour of TECH III [34] during searches to fixed depths of
11 plies for the 300 well-known “Win At Chess” test positions resembled the
behaviour of BELLE during its equally deep searches. Based on these two
observations Newborn [24] formulated an interesting hypothesis concerning
the playing strength of chess programs in general. His hypothesis relates
the increases in playing strength for deeper searches to the rates of new best
moves as chosen at consecutive search depths (deeper versus shallower).
Specifically, let BC(k) denote the rate or number of new best moves as
observed in iteration #k and let RI(k) denote the actual increase in playing
strength for searches of depth k in comparison with searches of depth k£ — 1.

Newborn’s Hypothesis. Suppose values for BC(k), BC(k + 1), and
RI(k) have been determined over a wide sample of game positions.
When going from searches of depth k to searches of depth k + 1, the
rating of the program in question can then be expected to improve by

BC(k +1)

RI(k+1) = RI(k) * BCH

The hypothesis intuitively relies on the straightforward yet very important
assumption that the new best moves as determined by deeper searches are
of higher quality than the existing best moves which they displace. If this
fundamental rationale is not fulfilled, the hypothesis does not make much



sense at all. Please imagine a chess program that simply switches back and
forth between a few good moves all the time. Such behaviour does surely not
increase the playing strength of the program at any search depth. Therefore,
the discovery of “fresh ideas” (e.g. new best moves which the program never
deemed best before) looks like a much better and more meaningful indica-
tor of increases in playing strength than just the change of the preferred
choices. Surprisingly enough, nobody seems to have investigated this aspect
of Newborn’s hypothesis prior to us. In Section 5.2 we present empirical
evidence that supports the validity of the hypothesis in this respect. Ac-
cording to the experimental results of both CRAFTY and DARKTHOUGHT
sizable 30%-50% of all new best moves as chosen by modern chess programs
represent “fresh ideas” on average.

Newborn’s hypothesis neatly fitted the results of the self-play experi-
ments and the behavioural experiments to fixed search depths of 11 plies
as available for BELLE in 1985. To the best of our knowledge, however, no
researcher ever tested the validity of the hypothesis for higher search depths
than 11 plies nor for other chess programs than BELLE. Nevertheless, in 1997
Hyatt and Newborn [17] applied the above formula of expected rating in-
crease for an additional ply of search to their experimental results of CRAFTY
in order to calculate “extrapolated” ratings of the program at search depths
of 6-14 plies. They seeded their calculations with the according ratings of
BELLE from 1985 as given values for the 4-ply and 5-ply searches. Hyatt
and Newborn obviously interpreted the similar search behaviours of BELLE
and CRAFTY on different sets of test positions as sufficient reason to assume
the validity of Newborn’s hypothesis for CRAFTY as well.

We object to Hyatt and Newborn’s “extrapolation” because in our opin-
ion neither the application of the hypothesis itself nor the repeatedly recur-
sive style of its application were appropriate in this case. First and foremost,
there exist no published results of self-play experiments for CRAFTY at any
fixed search depths such that not even a single value of RI(k) could be de-
termined in compliance with the prescriptions of the hypothesis. Instead,
Hyatt and Newborn rather calculated them too by repeatedly applying the
recursive formula of expected rating increase to each additional ply of search.
This essentially means that Hyatt and Newborn employed the hypothesis in
order to derive assumedly independent preconditions of itself. These fabri-
cated preconditions then served as the basis for the next true application of
the hypothesis yielding the calculation of an absolute rating and so forth.
Thence, the ratings of CRAFTY as postulated by Hyatt and Newborn in
Figure 7 of their article (e.g. 2601 points at a fixed search depth of 11 plies
and 2983 points at a fixed search depth of 14 plies) lack real substance.



4 Corrected Test Positions

As offered by Hyatt and Newborn in 1997, we obtained their 347 original test
positions from <ftp://ftp.cis.uab.edu/pub/hyatt/plytest/positions.gz>. To
our utter suprise we discovered that the original test positions still con-
tained 4 doubles and 4 other errors in their FEN specifications although they
were already used in Hyatt and Newborn’s experiment. We cross-checked
our discovery by inspecting Hyatt and Newborn’s publicly available result
file from <ftp://ftp.cis.uab.edu/pub/hyatt/plytest/results.gz>. There, the
suspected errors and doubles were indeed visible in the output of CRAFTY
(wrong castling rights in position #34, Pawn on 8th rank in position #90,
and two black Kings in position #255). We removed the doubles and cor-
rected the errors as described below. Overall, we were left with 343 corrected
test positions to conduct our own experiment with.?

e Doubles occurred in the original positions #1 and #16, #44 and #47,
#115 and #279, and #240 and #247 which are pair-wise identical.

e The FEN specification of position #34 mis-spelled the castling rights
as Kgkq instead of the correct KQkq.

e The FEN specification of position #90 placed a non-existent Pawn on
the 8th rank by reading pr4k1/ instead of the correct 1rdk1/.

e The FEN specification of position #255 placed a second black King
on the 1st rank by reading /1r3k2 instead of the correct /1r3K2.

e The move information associated with position #61 suggested to play
the impossible Rx£7 instead of the correct Ng5.

5 Experimental Results

Before the start of the experiment we decided to broaden our behavioural
studies of deep searches with respect to Hyatt and Newborn’s original setup.
Because of these extended objectives we let DARKTHOUGHT record more
detailed information than just the search depth at which the best move
changed as compared with the previous iteration. While searching each of
the 343 corrected test positions to a fixed depth of 14 plies, DARKTHOUGHT
also determined whether the new best move after the current iteration was
“fresh” in the sense that it never constituted the best move at the end of any

3Hyatt and Newborn will most probably correct their publicly available files, too.



former iteration. Moreover, DARKTHOUGHT tracked all the instances where
the new best move after the current iteration was the same as the best move
of two or three iterations ago. In these cases there are typically several good
moves with nearly equal scores that compete for the pole position and cause
frequent changes of the best moves in consecutive iterations. The well-known
and wide-spread instability of searches at odd and even depths belongs to
this behavioural category with the new best move after the current iteration
being the same as the best move of two iterations ago.

In order to formalize the above explanations of what DARKTHOUGHT
recorded, we let B(i) denote the best move after iteration i. The columns
“Best Change”, “Fresh Best”, “(I — 2) Best”, and “(I — 3) Best” of the
forthcoming tables (Table 2 — Table 9) list the numbers of positions for
which the following conditions held after the search completed iteration i.

e Best Change: DB(i) # B(i —1).
(2)
(2)
(2)
We also derived these four relations for CRAFTY by applying a short Perl
script to Hyatt and Newborn’s publicly available result file (see Section 4).
The script automatically computed the complete result data of CRAFTY as
listed in the tables of this section. The data includes all the additional infor-
mation for CRAFTY that equals the special recordings of DARKTHOUGHT.
Therefore and because we eliminated the doubles from the original set of test
positions, we could not reuse the experimental results as originally published
by Hyatt and Newborn in 1997. Furthermore, Hyatt and Newborn’s num-
bers differ from those that our Perl script produces for CRAFTY from Hyatt
and Newborn’s original result file which spans the full set of 347 test posi-
tions (see Appendix C). Hence, we consistently refer to our own numbers
throughout the whole section.

The experimental results as published by other researchers correspond
exactly to our “Best Change” columns. Up to now, nobody except Jung-
hanns et al. [18] ever mentioned any further characteristics of the new best
moves. In this respect we advance the state-of-the-art by studying some in-
teresting relations between all new best moves (“Fresh Best”) and sequences

of two or three successive new best moves (“I -2 / I — 3 Best”) that occur
during single searches of modern chess programs. The remainder of this

e Fresh Best: # B(j) forall j <i.

B
o (I-2) Best: B(i)=DB(i—2) & B(i) # B(i — 1).
B(i) =

o (I-3) Best: B(i—3) & B(i) # B(i—2) & B(i) # B(i—1).
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section presents the collected data and discusses our interpretation of the
raw numbers in detail. For a description of the exact experimental setup of
DARKTHOUGHT please see Appendix A.

5.1 “Best Change” Rates for All Test Positions

Search Belle (Standard) Crafty (standard) | DarkThought (standard)

Depth 1985 (Error) 1997 (Error) 1998 (Error)
2 - — - — 38.78% (2.63%) 35.28% (2.58%)
3 - — - — 36.73% (2.60%) 39.65% (2.64%)
4 33.10% (2.23%) 30.61% (2.49%) 31.78% (2.51%)
5 33.10% (2.23%) 30.32% (2.48%) 29.45% (2.46%)
6 27.70% (2.12%) 27.41% (2.41%) 24.49% (2.32%)
7 29.50% (2.16%) 24.49% (2.32%) 21.28% (2.21%)
8 26.00% (2.07%) 22.45% (2.25%) 25.07% (2.34%)
9 22.60% (1.98%) *+18.37%** (2.09%) 21.57% (2.22%)
10 = 17.70%** (1.81%) 17.20% (2.04%) 24.20% (2.31%)
11 18.10% (1.82%) 16.62% (2.01%) =17.49%* (2.05%)
12 - —— 16.91% (2.02%) 15.45% (1.95%)
13 - = - - 14.58% (1.91%) 16.62% (2.01%)
14 - — - = 15.45% (1.95%) +13.70%... (1.86%)

Table 1: “Best Change” Rates of BELLE, CRAFTY, and DARKTHOUGHT.

Table 1 summarizes the “Best Change” rates BC(i) and their estimated
standard deviations = standard errors s(i) = \/BC(i) x (1 — BC(7))/343 as
observed in our experiment for all 343 corrected test positiosn at search
depths of 2-14 plies. These percentages of DARKTHOUGHT closely resemble
the according numbers of CRAFTY from 1997 for the same set of positions
and search depths as well as the numbers of BELLE from 1985 for a different
set of 447 test positions and search depths of 4-11 plies [24]. For the conve-
nience of the reader and in order to make our subsequent discussions more
transparent, we also include the numbers of BELLE and CRAFTY in Table 1
showing them side-by-side with our own new data of DARKTHOUGHT.

The table illustrates that BELLE, CRAFTY, and DARKTHOUGHT feature
very similar “Best Change” behaviours on average. This is quite surprising
if you consider the substantial differences of the three programs regarding
such fundamental issues as node expansion, position evaluation, and search
strategy. The experimental results of DARKTHOUGHT support the pioneer-
ing findings of Hyatt and Newborn at high search depths of 12-14 plies in
particular. For these search depths the “Best Change” rates of both CRAFTY
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and DARKTHOUGHT stayed range-bound around 16%. As a tentative con-
clusion we conjecture that the three columns of Table 1 taken together pro-
vide convincing empirical evidence that the very gradual decreases of the
“Best Change” rates at high search depths are not only artifacts of specific
implementations but rather represent an actually general phenomenon of
chess programs which rely on depth-first alpha-beta search with iterative
deepening. Despite the overall similarities, however, two numbers of DARK-
THOUGHT roused our attention because they differ notably from those of
BELLE and CRAFTY.

Drop below 20%. The “Best Change” rates of both BELLE and CRAFTY
dropped at least one iteration earlier to 17%-18% than that of DARK-
THOUGHT (see numbers marked by == in Table 1) which stayed well
above 20% until iteration #10 inclusively. We attribute the more un-
stable behaviour of DARKTHOUGHT to the increased selectivity of its
search as compared with the two other programs. While the standard
errors still leave some room for doubting the statistical significance of
the drops below 20%, Appendix B nullifies the corresponding concerns
by deriving 80%-confident and 90%-confident bounds on the “Best
Change” probabilities of BELLE, CRAFTY, and DARKTHOUGHT.

Iteration #14. The “Best Change” rates of CRAFTY remained surpris-
ingly constant at roughly 15%-17% from iteration #9 onwards. DARK-
THOUGHT only behaved like this from iteration #11 to iteration #13
and then recorded another drop of its “Best Change” rate to 13.7%
for the final iteration #14 (see number marked by .. in Table 1). This
constitutes the first experimental result reported so far which hints
at the validity of the intuitive notion that the average “Best Change”
rates should taper off even further at search depths beyond 14 plies.
The experimental results of CRAFTY do not really support this notion
because the “Best Change” rate of CRAFTY does not decrease but
rather increases again for iteration #14. Unfortunately, it remains to-
tally unclear whether the special behaviour of DARKTHOUGHT signals
a consistent trend towards lower “Best Change” rates at higher search
depths than 14 plies or if it is just a fluctuation at the end of our
data curve. The statistical calculations of Appendix B do not suffice
to discriminate the outstanding data point because the 80%-confident
and the 90%-confident upper bounds on the “Best Change” proba-
bility of DARKTHOUGHT in iteration #14 equal 15.34% and 16.26%
respectively. Thence, new experiments with search depths of at least
16 plies are needed to resolve this interesting question.

12



5.2 Experimental Results for All Test Positions

Search Best Fresh (I-2) (I-3)

Depth || Change (#) Best (#) Best (#) Best (#)
2 35.28% (121) | 100.00% (121) || 0.00% (0)] 0.0% (0)
3 39.65% (136) | ®5.29% (116) || 1471% (20) | 0.00%  (0)
1 31.78% (109) | 55.05%  (60) || 31.19% (34) || 13.76% (15)
5 29.45% (101) || 56.44%  (57) || 24.75% (25) || 10.89% (11)
6 2449%  (84) | 65.48%  (55) | 19.05% (16) | 5.95% (o)
7 21.28%  (73) | 49.32%  (36) | 28.77% (21) || 10.96%  (8)
8 95.07%  (%6) | 50.00% (43) | 24.42% (21) | 465% (4
9 2157%  (74) | 4054%  (30) | 28.38% (21) || 1351% (10)
10 2420%  (83) | 37.35% (31) | 34.94% (29) || 843% (7)
11 17.49%  (60) || 31.67%  (19) || 36.67% (22) | 10.00%  (6)
12 15.45%  (53) || 45.28%  (24) || 20.76% (11) | 9.43% (5
13 16.62%  (57) || 42.11% (24) || 28.07% (16) || 10.53%  (6)
14 13.70%  (47) || 34.04%  (16) || 25.53% (12) | 12.77%  (6)

Table 2: Results of DARKTHOUGHT for All 343 Corrected Test Positions.

Table 2 summarizes the complete experimental results of DARKTHOUGHT
for all 343 corrected test positions. Table 3 shows the corresponding num-
bers of CRAFTY as automatically computed by our Perl script from Hyatt
and Newborn’s publicly available result file. The three rightmost columns
of the tables list the novel statistics of our additionally gathered data. Their
percentages relate to the absolute numbers of the “Best Change” column.
As already expected beforehand, our novel statistics reveal some very inter-
esting general features of the new best moves at every iteration.

Fresh Best. In contrast to what we and probably many others suspected,

the rates of fresh best moves (relative to all new best moves) of both
CRAFTY and DARKTHOUGHT did not steadily decrease from one itera-
tion to the next —even not at high search depths of 9-14 plies. Instead,
the “Fresh Best” rates wavered directionless between 30%-50% from
iteration #7 onwards. This finding lends support to the validity of
Newborn’s hypothesis about the playing strength of chess programs
(see Section 3) because

# “Best Change”(i) ~ #“Fresh Best” (i)

~ holds for 7 > 8.
#“Best Change” (i — 1)  # “Fresh Best” (i — 1) olds for ¢ >

The surprising approximation means that the discovery of fresh best
moves remains substantial even at high search depths of up to 14 plies
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Search Best Fresh I-2) (I-3)

Depth || Change (#) Best (#) Best (#) Best  (#)
2 38.78% (133) || 100.00% (133) 0.00%  (0) 0.00%  (0)
3 36.73%  (126) 71.43%  (90) || 28.57% (36) 0.00% (0)
4 30.61% (105) 65.71%  (69) || 25.71% (27) 8.57% (9)
5 30.32% (104) 59.62%  (62) || 30.77% (32) 6.73% (7)
6 27.41%  (94) 56.38%  (53) || 24.47% (23) 8.51% (8)
7 24.49%  (84) 47.62%  (40) || 30.95% (26) 7.14%  (6)
8 22.45%  (77) 37.66%  (29) | 31.17% (24) || 11.69% (9)
9 18.37%  (63) 30.16%  (19) || 38.10% (24) 4.76%  (3)
10 17.20%  (59) 40.68%  (24) | 32.20% (19) 5.08% (3)
11 16.62%  (57) 52.63%  (30) || 24.56% (14) 5.26%  (3)
12 16.91%  (58) 41.38%  (24) | 24.14% (14) || 10.34%  (6)
13 14.58%  (50) 32.00%  (16) || 22.00% (11) || 14.00% (7)
14 15.45%  (53) 39.62%  (21) || 32.08% (17) 5.66% (3)

Table 3: Results of CRAFTY for All 343 Test Positions.

and decreases as gradually on average as the discovery of any new best
moves (see Section 5.1). Given the strong empirical evidence from the
experimental results of both CRAFTY and DARKTHOUGHT, we expect
the approximation to be valid for modern chess programs in general.

(I — 2) Best. The numbers of this column show that CRAFTY and DARK-

THOUGHT suffered from instable odd/even behaviour in 25%-35% of
all “Best Change” searches regardless of their nominal depth. We deem
it quite remarkable that the rates of odd/even instability (relative to
all new best moves) wavered in such a narrow range starting with
iteration #3. Overall, the average probabilities of odd/even instabil-
ity during any “Best Change” search amounted to 26.5% for CRAFTY
and 24.4% for DARKTHOUGHT. The experimental results of both pro-
grams therefore strongly suggest that modern chess programs feature
odd/even instabilities for 25% of all “Best Change” searches in gen-
eral. Last but not least, we like to mention that the sum of “Fresh
Best” moves and “(I — 2) Best” moves equalled about 65%—-75% of all
new best moves for both CRAFTY and DARKTHOUGHT from iteration
#8 onwards (sole exception: CRAFTY at iteration #13).

(I — 3) Best. There are hardly any noteworthy facts to report for the last

columns of Table 2 and Table 3. The rates of “(I — 3) Best” moves
(relative to all new best moves) wavered more radically than both the
“Fresh Best” rates and the “(I — 2) Best” rates. We were surprised
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that the “(I — 3) Best” rates averaged at 10% for both CRAFTY and
DARKTHOUGHT which was well above our expectations.

5.3 Experimental Results for the Opening Positions

Search Best Fresh (I-2) (I-3)

Depth || Change (#) Best (#) Best (#) Best (#)
2 37.74% (40) || 100.00% (40) 0.00%  (0) 0.00%  (0)
3 50.94% (54) 83.33% (45) 16.67%  (9) 0.00% (0)
4 39.62% (42) 54.76% (23) 35.71% (15) 9.52% (4)
5 33.96% (36) 44.44% (16) 38.89% (14) 0.00%  (0)
6 2547% (27) 55.56% (15) 25.93% (1) 3.70% (1)
7 16.98% (18) 44.44%  (8) 27.78%  (5) 22.22%  (4)
8 9547% (27) || 59.26% (16) | 1L11% (3) | 741% (2)
9 2547% (27) 37.04% (10) 29.63%  (8) 11.11%  (3)
10 29.25% (31) 25.81%  (8) 41.94% (13) 9.68% (3)
11 18.87%  (20) 15.00%  (3) 55.00% (11) 15.00%  (3)
12 17.93% (19) 42.11%  (8) 26.32%  (5) 15.79%  (3)
13 16.04% (17) 41.18%  (7) 35.29%  (6) 5.88% (1)
14 1321% (14) | 3571% (o) | 1429% (2) || 1429% (2)

Table 4: Results of DARKTHOUGHT for the 106 Opening Positions.

The 343 corrected test positions contain a subset of 106 opening positions
that occurred at the 7th move (51 positions) and the 14th move (55 po-
sitions) of real chess games. Table 4 presents the experimental results of
DARKTHOUGHT for these 106 opening positions alone. Table 5 lists the
corresponding numbers of CRAFTY as automatically computed by our Perl
script from Hyatt and Newborn’s publicly available result file. The numbers
exhibit the following unusual yet clearly sporadic fluctuations.

e DARKTHOUGHT — “Best Change” at iteration #7, “Fresh Best” at
iteration #11, “(I — 2) Best” at iteration #8, and “(I — 2) Best”
iteration #11 and iteration #14.

e CRAFTY - “Fresh Best” at iter. #9 and “(I — 2) Best” at iteration #6.

We attribute these fluctuations to the reduced size of the test subset. Other
than that the results for the opening positions alone closely resemble those
for the whole test set which Section 5.1 and Section 5.2 already discussed
in great detail. The analyses of the overall results mostly apply to the
results for the opening subset as well. Only the “Best Change” rates of
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Search Best Fresh I-2) (I-3)

Depth | Change (#) Best (#) Best (#) Best  (#)
2 34.91% (37) || 100.00% (37) 0.00%  (0) 0.00%  (0)
3 49.06% (52) 65.38% (34) | 34.62% (18) 0.00% (0)
4 32.08% (34) 55.88% (19) || 38.24% (13) 5.88%  (2)
5 33.02% (35) 60.00% (21) || 31.43% (11) 857% (3)
6 31.13% (33) 60.61% (20) 1515%  (5) || 12.12% (4)
7 30.19% (32) 43.75% (14) | 34.38% (11) 9.383% (3)
8 2547% (27) 29.63% (8) || 44.44% (12) || 11.11% (3)
9 22.64% (24) 12.50% (3) || 41.67% (10) 4.17% (1)
10 19.81% (21) 52.38% (11) || 28.57%  (6) 4.76% (1)
11 19.81% (21) 38.10%  (8) || 23.81%  (5) || 14.29% (3)
12 22.64% (24) 45.83% (11) || 33.33%  (8) 0.00% (0)
13 16.98% (18) 20.78%  (5) || 22.22% (4) || 22.22% (4)
14 19.81% (21) 33.33% (7)) | 3810% (8) 4.76% (1)

Table 5: Results of CRAFTY for the 106 Opening Positions.

CRAFTY for the opening positions do not really fit into the general picture
because they stayed around 20% up to iteration #14 inclusively. In contrast
to the overall results, DARKTHOUGHT executed much stabler searches in
the opening positions than CRAFTY from iteration #11 onwards. This is
probably due to a more aggressive evaluation of development and tempi of
CRAFTY in the opening phase of the game. The special behaviour of DARK-
THOUGHT that drops its “Best Change” rate to nearly 13% in iteration #14
is also visible for the opening subset alone.

5.4 Experimental Results for the Middle-Game Positions

The 343 corrected test positions contain a subset of 107 middle-game posi-
tions that occurred at the 21st move (55 positions) and the 28th move (52
positions) of real chess games. Table 6 presents the experimental results of
DARKTHOUGHT for these 107 middle-game positions alone. Table 7 lists the
corresponding numbers of CRAFTY as automatically computed by our Perl
script from Hyatt and Newborn’s publicly available result file. The numbers
exhibit the following unusual yet clearly sporadic fluctuations.

e DARKTHOUGHT — “Best Change” at iteration #12 and iteration #13,
“Fresh Best” at iteration #6 and iteration #12, “(I — 2) Best” at
iteration #6, and “(I — 2) Best” at iteration #12 and iteration #14.

e CRAFTY — “Fresh Best” at iteration #11 and iteration #14.
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Search Best Fresh I-2) (I-3)

Depth | Change (#) Best (#) Best (#) Best  (#)
2 28.97% (31) || 100.00% (31) 0.00%  (0) 0.00%  (0)
3 40.19%  (43) 86.05% (37) 13.95%  (6) 0.00% (0)
4 27.10% (29) 51.72% (15) | 31.03%  (9) || 17.24% (5)
5 31.78% (34) 55.88% (19) | 20.59% (7)) || 20.59% (7)
6 20.56% (22) 81.82% (18) 18.18%  (4) 9.09% (2)
7 24.30% (26) 46.15% (12) || 30.77% (8) || 11.54% (3)
8 28.97% (31) 54.84% (17) || 29.03%  (9) 0.00%  (0)
9 23.36% (25) 32.00%  (8) || 36.00% (9) || 16.00% (4)
10 27.10% (29) 41.38% (12) || 44.83% (13) 6.90% (2)
11 18.69% (20) 30.00%  (6) || 35.00% (7) 5.00% (1)
12 12.15% (13) 53.85%  (7) 15.38% (2) 7.69% (1)
13 23.36% (25) 40.00% (10) || 28.00%  (7) || 12.00% (3)
14 14.95% (16) 25.00% (4) || 50.00%  (8) 6.25% (1)

Table 6: Results of DARKTHOUGHT for the 107 Middle-Game Positions.

We attribute these fluctuations to the reduced size of the test subset as in
the case of the opening positions (see Section 5.3). Other than that the
results for the middle-game positions alone closely resemble those for the
whole test set which Section 5.1 and Section 5.2 already discussed in great
detail. The analyses of the overall results mostly apply to the results for the
middle-game subset as well. However, the “Fresh Best” rates of CRAFTY and
DARKTHOUGHT remained larger on average for the middle-game positions
alone than for all other positions at high search depths of 9-14 plies. As
probably expected by most experts, the real middle-game positions were
therefore clearly the hardest for both programs to decide on. Moreover,
the behaviour of CRAFTY for the middle-game subset does not lead to an
increase of its “Best Change” rate at the final iteration #14.

5.5 Experimental Results for the Remaining Positions

When removing the 106 opening positions and the 107 middle-game posi-
tions from the full set of 343 corrected test positions, you end up with a
subset of 130 remaining positions that occurred at the 35th, 42nd, ..., and
70th moves of real chess games. This final subset contains mostly endgame
positions complemented by a few ones from late middle-games. Table 8
presents the experimental results of DARKTHOUGHT for these 130 remain-
ing positions alone. Table 9 lists the corresponding numbers of CRAFTY
as automatically computed by our Perl script from Hyatt and Newborn’s

17




Search Best Fresh I-2) (I-3)

Depth | Change (#) Best (#) Best (#) Best  (#)
2 35.51% (38) || 100.00% (38) 0.00%  (0) 0.00%  (0)
3 31.78% (34) 76.47% (26) || 23.53%  (8) 0.00% (0)
4 33.64% (36) 58.33% (21) | 30.56% (11) || 11.11% (4)
5 35.51% (38) 52.63% (20) | 34.21% (13) 7.89% (3)
6 28.04% (30) 56.67% (17) || 30.00%  (9) || 10.00% (3)
7 21.50% (23) 47.83% (11) | 34.78%  (8) 8.70% (2)
8 21.50% (23) 43.48% (10) || 26.09%  (6) 4.35% (1)
9 20.56% (22) 36.36%  (8) || 45.45% (10) 4.55% (1)
10 21.50% (23) 3043% (7)) | 34.78%  (8) 8.70% (2)
11 18.69% (20) 60.00% (12) || 30.00%  (6) 0.00%  (0)
12 16.82% (18) 33.33% (6) | 22.22% (4) || 22.22% (4)
13 13.08% (14) 35.71%  (5) || 28.57% @ (4) 7.14% (1)
14 13.08% (14) 50.00% (7) || 28.57% (4) 7.14% (1)

Table 7: Results of CRAFTY for the 107 Middle-Game Positions.

publicly available result file. The numbers exhibit the following unusual yet
clearly sporadic fluctuations.

e DARKTHOUGHT — “Fresh Best” at iteration #8 and “(I — 2) Best” at
iteration #10 and iteration #14.

e CRAFTY - “Fresh Best” at iteration #11, “(I — 2) Best” at iteration
#10, and “(T — 2) Best” at iteration #12 and iteration #14.

We attribute these fluctuations to the reduced size of the test subset as in
the cases of the opening and the middle-game positions (see Section 5.3 and
Section 5.4). Up to iteration #8 inclusively the results for the remaining po-
sitions alone closely resemble those for the whole test set which Section 5.1
and Section 5.2 already discussed in great detail. Starting with iteration #?9,
however, the “Best Change” rates of CRAFTY and DARKTHOUGHT for the
remaining subset dropped markedly below that of all other positions and
stayed lower on average until iteration #14. Given the strong empirical evi-
dence from the experimental results of both CRAFTY and DARKTHOUGHT,
we expect this more stable behaviour at high search depths in late middle-
games and endgames to hold for modern chess programs in general.
Thanks to our additionally recorded data we can actually explain the
drops of the “Best Change” rates from iteration #9 onwards. In com-
parison with their preceding siblings for the opening and the middle-game
positions Table 8 and Table 9 reveal that the numbers of “(T — 2) Best”
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Search Best Fresh I-2) (I-3)

Depth | Change (#) Best (#) Best (#) Best  (#)
2 38.46% (50) || 100.00% (50) 0.00%  (0) 0.00%  (0)
3 30.00% (39) 87.18% (34) 12.82%  (5) 0.00% (0)
4 29.23% (38) 57.89% (22) | 26.32% (10) || 15.79%  (6)
5 23.85% (31) 70.97% (22) 12.90%  (4) | 12.90% (4)
6 26.92% (35) 62.86% (22) 14.29%  (5) 5.71%  (2)
7 22.31% (29) 62.07% (18) || 27.59%  (8) 3.45% (1)
8 21.54% (28) 35.71% (10) || 32.14% (9) 7.14%  (2)
9 16.92% (22) 54.55% (12) 18.18%  (4) || 13.64% (3)
10 17.69% (23) 47.83% (11) 13.04%  (3) 8.70% (2)
11 15.38% (20) 50.00% (10) || 20.00%  (4) || 10.00% (2)
12 16.15% (21) 42.86% (9) 19.05% (4) 4.76% (1)
13 11.54% (15) 46.67%  (7) || 20.00% (3) || 13.33% (2)
14 13.08% (17) 41.18%  (7) 11.76%  (2) || 17.65% (3)

Table 8: Results of DARKTHOUGHT for the 130 Remaining Positions.

moves for the subset of remaining positions differ substantially from those
of the other subsets. Starting with iteration #9, both CRAFTY and DARK-
THOUGHT produced only three “(I —2) Best” moves per iteration on average
for the remaining subset (50%-100% less than usual) while the overall num-
bers of “Fresh Best” moves and “(I — 3) Best” moves remained roughly the
same as for the other subsets.* Therefore, the notable drops of the “Best
Change” rates spring almost entirely from the smaller number of “(I - 2)
Best” moves. This means that the odd/even instability of both CRAFTY
and DARKTHOUGHT decreased with less material on the chess board.

6 Conclusion

The repetition of Hyatt and Newborn’s experiment with our own chess pro-
gram DARKTHOUGHT confirmed their findings regarding the “Best Change”
rates of CRAFTY. Based on the experimental results of both CRAFTY and
DARKTHOUGHT taken together, we are confident to project steady discov-
eries of new best moves in at least 16% of all searches on average for mod-
ern chess programs even at high search depths of 11-14 plies. Surprisingly
enough, the experiments do not provide any conclusive empirical evidence
for the intuitive notion that the “Best Change” rates taper off continuously

*Of course, the lower numbers of “(I - 2) Best” moves caused the “Fresh Best” rates to
increase and the “(I — 2) Best” rates to decrease w.r.t. the overall “Best Change” amounts.
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Search Best Fresh I-2) (I-3)

Depth | Change (#) Best (#) Best (#) Best  (#)
2 44.62% (58) || 100.00% (58) 0.00%  (0) 0.00%  (0)
3 30.77%  (40) 75.00% (30) || 25.00% (10) 0.00% (0)
4 26.92% (35) 82.86% (29) 8.57%  (3) 8.57% (3)
5 23.85% (31) 67.74% (21) || 25.81%  (8) 3.23% (1)
6 23.85% (31) 51.61% (16) | 29.03%  (9) 3.23% (1)
7 2231% (29) | 5L.72% (1) | 2414% (7) || 3.45% (1)
8 20.77% (27) || 40.74% (11) | 22.22%  (6) || 1481% (4
9 13.08% (17) 47.06%  (8) || 23.53%  (4) 5.88% (1)
10 11.54% (15) 40.00%  (6) || 33.33%  (5) 0.00%  (0)
11 12.31% (16) 62.50% (10) 18.75%  (3) 0.00%  (0)
12 1231% (16) | 43.5% (1) || 1250% (2) || 22.22% (2)
13 13.85% (18) 33.33%  (6) 16.67%  (3) || 12.50% (2)
14 13.85% (18) 3889% (7)) | 27.78%  (5) 5.56% (1)

Table 9: Results of CRAFTY for the 130 Remaining Positions.

with increasing search depths. They rather remained range-bound within
15%—-17% for most of the deep searches as investigated in the experiments.
If at all, primarily the behaviour of DARKTHOUGHT with a drop to roughly
13.7% new best moves on average in iteration #14 hinted at decreasing
“changes of mind” for search depths of 15 plies and more. Further exper-
iments with markedly higher search depths of at least 16 plies are needed
to resolve the interesting question whether this signals a consistent trend
towards even lower “Best Change” rates at search depths beyond 14 plies
or if it was just a fluctuation at the end of our data curve.

At this point we take the opportunity in order to call on all prospective
experimenters to derive or record at least as much data as we did for the ex-
periments with CRAFTY and DARKTHOUGHT.? Studying the rates of “Fresh
Best” moves and “(I — 2) Best” moves will surely be worth the additional
efforts without any doubt. These rates revealed novel traits and insights
concerning the search behaviours of both CRAFTY and DARKTHOUGHT.
The “Fresh Best” rates led to the astonishing observation that regardless
of the actual search depth sizable 30%—50% of all new best moves on aver-
age represented “fresh ideas” which the programs never deemed best before.
This finding supports the validity of Newborn’s hypothesis about the play-

"The complete yet totally raw result files of the experiments with both CRAFTY
and DARKTHOUGHT as well as our short Perl script for the automatic analysis of
the result files of CRAFTY are publicly available in gzip’ed TAR format at URL
<ftp://i41s10.ira.uka.de/pub/ernst/deepl4.tgz>.
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ing strength of chess programs as originally formulated in 1985. The “(I—2)
Best” rates educated us about continuing search instabilities of modern chess
programs at odd and even search depths respectively. These odd/even in-
stabilities decreased solely at high search depths of 9-14 plies in positions
with reduced material as found mostly in endgames and late middle-games.

Last but not least, we like to mention that the repetition of Hyatt and
Newborn’s experiment was not only a scientifically rewarding but also a
practically useful endeavour. For what could better demonstrate the effec-
tive scalability of DARKTHOUGHT than to “go deep” at fixed search depths
of 14 plies on 343 test positions from real games in less than five days?
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A Experimental Setup

e 343 test positions as obtained and corrected (see Section 4) from
<ftp://ftp.cis.uab.edu/pub/hyatt/plytest /positions.gz>,

e DARKTHOUGHT as of July 31, 1998 with 8M transposition-table en-
tries (4M per side), 1M King hash-table entries (512K per side), and
512K Pawn hash-table entries,

e Digital Unix 4.0d program development tools and operating system,

e 500MHz AlphaPC164 workstation (5 00MHz DEC Alpha-21164a CPU,
8KB/8KB on-chip I/D L1 caches, 96KB unified on-chip L2 cache,
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1MB unified off-chip L3 cache, DEC PC164 mainboard, 8x32MB PS/2
SIMMs = 256MB RAM).

B Confident Bounds on the “Best Change”
Probabilities

The “Best Change” behaviours of chess programs represent typical count
data for a binary-valued random variable in the terms of standard statis-
tics. The count probabilities of binary-valued random variables generally
adhere to binomial distributions. For large enough sample sizes n and suc-
cess counts m with m > 4 and n — m > 4, however, corresponding normal
distributions provide practically sufficient approximations of the awkward to
handle binomial distributions. Classic engineering statistics [13] derive the
following lower and upper bounds of the success probability Py for given
values of m, n and any desired %-level of confidence as specified by the
single-sided percentiles Ay, of the N(0,1) normal distribution.

Py > (m+>\3z)/2—)\%*\/m*(l—m/n)+)\%/4)*(n+>\20)71 (1)

Py < (m—i—A%/Q—i—)\%*\/m*(l—m/n)+>\%/4)*(n—i—)\%)_l (2)

With the help of these formulas we determined 80%-confident (Ay, = 0.8416)
and 90%-confident (Ay, = 1.2816) bounds on the “Best Change” proba-
bilities of BELLE (n = 447), CRAFTY (n = 343), and DARKTHOUGHT
(n = 343). For BELLE we calculated the success count m from its “Best
Change” rates of Table 1. For CRAFTY and DARKTHOUGHT we used the
absolute “Best Change” numbers of Table 2 and Table 3 as their observed
success counts m. The resulting bounds clearly discriminate the drops of
the “Best Change” rates below 20% for all three programs with at least 80%
confidence (see Table 10: > = lower bound, < = upper bound).

C Experimental Results of Crafty as Published by
Hyatt and Newborn in 1997

Table 11 lists the “Best Change” rates as originally published by Hyatt and
Newborn in 1997 [17]. Because Hyatt and Newborn did not provide any ex-
plicit numbers for the 107 middle-game positions alone, we calculated them
as described in Appendix C.1 below. The numbers in parantheses represent

22



Search Belle Belle Crafty Crafty DarkTh. | DarkTh.
Depth | C=80% | C=90% || C=80% | C=90% | C=80% | C=90%
2 - - -— > 36.59% | > 35.46% || > 33.14% | > 32.05%
3 - - -— > 34.57% | > 33.47% || >37.45% | > 36.32%
4 > 31.26% | > 30.32% || > 28.56% | > 27.52% || > 29.70% | > 28.65%
5 > 31.26% | > 30.32% || > 28.27% | D> 27.24% || > 27.42% | > 26.40%
6 > 25.99% | >25.11% || > 25.43% | > 24.43% | > 22.59% | > 21.64%
7 > 27.75% | > 26.84% || > 22.59% | > 21.64% || > 19.48% | > 18.59%
8 > 24.24% | > 23.38% || > 20.61% | > 19.70% || > 23.16% | > 22.20%
9 >20.97% | >20.16% || < 20.19% | < 21.20% || > 19.76% | > 18.87%
10 <1924% | < 20.10% || < 18.98% | < 19.97% || > 22.31% | > 21.36%
11 < 19.70% | <20.57% || < 18.38% | < 19.35% || < 19.29% | < 20.27%
12 - - -— < 18.68% | <19.66% || < 17.17% | < 18.12%
13 - - -— <16.25% | < 17.19% || < 18.38% | < 19.35%
14 - - -— <17.17% | < 18.12% || < 15.34% | < 16.26%

Table 10: Confident Bounds on the “Best Change” Probabilities.

the rates that our automatic Perl script computed when we applied it to
Hyatt and Newborn’s original result file of CRAFTY for the full set of 347
test positions. The slight differences do not affect the overall interpreta-
tion of the results and we regard them as constituting some omnipresent
imprecisions of measurement. Please note that we debugged our Perl script
thoroughly, performed many cross-checks during its execution and really
trust its automatically generated output.

C.1 Results of Crafty for the Middle-Game Positions as
Derived from Hyatt and Newborn’s Publication

Unfortunately, Hyatt and Newborn did not present the experimental results
of CRAFTY for the 107 middle-game positions alone in their article. There-
fore, we derived the “Best Change” rates of CRAFTY for these positions by
ourselves from the available data of the other positions. The absolute num-
ber of new best moves as chosen by CRAFTY in the middle-game positions
equals the number of new best moves for all test positions minus the new
best moves for the opening positions minus the new best moves of the re-
maining positions. Table 12 shows our according calculations in detail and
lists the resulting “Best Change” rates of CRAFTY for the 107 middle-game
positions from iteration #2 to iteration #14.
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Search || Crafty (Auto) Crafty (Auto) Crafty  (auto) Crafty (Auto)
Depth All (matic) Open (matic) Middle  (matic) Rest (matic)
2 38.90%  (38.90%) || 35.50%  (35.45%) 35.50%  (35.51%) || 44.60%  (44.62%)
3 37.80% (36.80%) || 49.10%  (49.00%) 33.80%  (31.78%) || 31.50%  (30.77%)
4 30.00%  0.55%) || 30.00%  (31.82%) 34.60%  (33.64%) || 26.20%  (26.92%)
5 30.50%  (30.55%) || 33.60% (33.64%) 35.50%  35.51%) || 23.80%  (23.85%)
6 27.40%  (27.38%) || 30.00%  (30.91%) 28.10%  (28.04%) || 24.60%  (23.85%)
7 23.30%  (25.0m%) || 30.00% = (31.82%) 19.50%  (21.50%) || 20.80%  (22.31%)
8 23.30%  (22.48%) || 26.40%  (25.45%) 24.10%  (2150%) || 20.00%  (20.77%)
9 17.30% (s.16%) || 21.80%  (21.82%) 19.70%  (2056%) || 11.50%  (13.08%)
10 17.90% (r.00%) || 20.00%  (19.00%) 22.50%  (1s0%) || 12.30%  (11.54%)
11 16.70%  (16.43%) || 20.00%  (19.09%) 17.70%  «ase9%) || 13.10% (12.31%)
12 17.00% (r.00%) || 23.60% (22.73%) 15.90%  @e.82%) || 12.30%  (12.31%)
13 14.40% (amo%) || 17.30% 72w || 13.00%  «as.os%) || 13.10%  (13.85%)
14 15.30%  (s.56%) || 19.10%  (20.00%) 13.20%  (13.08%) || 13.80%  (13.85%)

Table 11: “Best Change” Rates as Published by Hyatt and Newborn.
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